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ABSTRACT

The Pacific–North America–North Atlantic sector in general experienced a dryer and warmer climate in

summer during the past 40 years. These changes are partly associated with declining midlatitude synoptic

variability in boreal summer, especially over the two ocean basins. A nonmodal instability analysis of the

boreal summer background flow is conducted for two periods, 1979–94 and 2000–15, to understand dynamical

processes potentially responsible for the observed decline of synoptic variability. The synoptic variability

associated with fast, nonmodal growth of atmospheric disturbances shows a decline over northern midlati-

tudes in the later period, in both a barotropic model and a two-level quasigeostrophic model. These results

highlight the importance of the changing summer background flow in contributing to the observed changes in

synoptic variability. Also discussed are factors likely associated with background flow changes including sea

surface temperature and sea ice change.

1. Introduction

The changing climate has profound impacts on human

life, health, and socioeconomic well-being. The mani-

festation of climate change is not only rising global-

mean temperature, but also regional changes in floods,

droughts, storminess, heat/cold waves, and wildfires

(Xie et al. 2015). Numerous studies have documented

increasing probabilities in the occurrence of weather

extremes in association with ongoing global climate

change (e.g., Groisman et al. 1999, 2005; Westra et al.

2013). It is shown that the frequency and intensity of

extreme heat and precipitation events have largely in-

creased since the late 1980s, especially over the midlat-

itudes (e.g., Fischer and Knutti 2015; Lehmann et al.

2015). Dai (2013) observed an increasing trend of global-

mean aridity measured in self-calibrated Palmer drought

severity index from 1923 to 2010 and argued that severe

drought condition may continue in the future due to

either decreased precipitation and/or increased evapo-

ration. In fact, changes in precipitation vary strongly

across geographical locations (e.g., Donat et al. 2016).

Lehmann et al. (2018) found that there is increased

occurrence of record-wet months in the global mean,

especially over northern middle to high latitudes, while

varying trends have been detected over tropics. Held

and Soden (2006) suggested that wet regions may get

wetter and dry regions may get drier due to the effects of

evaporation and precipitation. Global climate models

have been widely applied to simulate the observed

trends (e.g., Thorne et al. 2015). Specifically, the trend

in global-mean surface temperature is well captured

by model simulations, but substantial differences are

found in regional surface temperature trends (Lin and

Huybers 2016). A thorough understanding of the dy-

namics and physics linked to these changes is crucial for

assessing a wide range of detrimental impacts including

water supply deficiency, decreased crop yields, rising

food prices, and increased wildfires.

In northern midlatitudes, it was observed that many

weather extremes including severe droughts and heat

extremes occurred during recent boreal summer (e.g.,

Petoukhov et al. 2016; Kornhuber et al. 2019). During

2012–14, California experienced record-breaking droughts,

leading to large amount of agricultural and ecological

losses (Williams et al. 2015). In 2010, Russia sufferedCorresponding author: Yi Deng, yi.deng@eas.gatech.edu
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both heat wave and drought, resulting in 500 wildfires

around Moscow and 30% grain-harvest losses (Coumou

and Rahmstorf 2012). The large damage caused by the

combined effect of heat extremes and dryness is due to

strong anticorrelation between temperature and precipi-

tation during summer over the extratropics (Coumou

et al. 2018). It is known that both thermodynamic and

dynamic factors contribute to the summer compound

extremes (i.e., heat wave and dryness). In terms of the

thermodynamic effect, soil moisture plays an impor-

tant role in modulating local weather. For example, a

strong correlation is found among precipitation, soil

moisture, and convective inhibition (Myoung and Nielsen-

Gammon 2010). Such correlation includes both the im-

pacts of precipitation on soil moisture and the feedbacks

of soil moisture on precipitation through convective

inhibition. Soil moisture–climate interactions also have

significant impacts on heat wave due to the presence or

lack of evaporative cooling (e.g., Lorenz et al. 2010;

Jaeger and Seneviratne 2011).

In addition, atmospheric dynamic factors may also

trigger and sustain heat waves and droughts. In the past

40 years, a weakening summer circulation (on synoptic

scales) associated with rapid Arctic warming was ob-

served in northern midlatitudes (e.g., Coumou et al.

2015), accompanied by more persistent heat waves in

recent summers (e.g., Pfleiderer and Coumou 2018). As

suggested by their paper, in a typical summer, synoptic

disturbances transport moist and cool air from oceans to

continents, reducing heat and dry conditions. However,

low synoptic activity and associated low eddy kinetic

energy (EKE) will lead to less frequent cool maritime

air masses, creating favorable conditions for the buildup

of heat waves and drought over continents (Lehmann

and Coumou 2015). Chang et al. (2016) suggested that

decrease in extratropical cyclone activity can result in

decrease in cloud cover, thus favoring higher tempera-

ture. Brewer and Mass (2016a,b) showed that heat

waves over the western United States are impacted by

synoptic variability, which may change the amplitude

and frequency of offshore flow. Coumou et al. (2015)

argued that the weakening of summer circulation in

recent decades could be attributed to 1) weakening

of zonal wind (westerly jet) by a reduction in the pole-

ward temperature gradient and 2) changes in the am-

plitude of Rossby waves and EKE. Previous studies

have suggested that the westerly jet can act as a wave-

guide and produce zonally oriented chains of perturba-

tions, of which those near the jet core will be refracted

toward the core (e.g., Branstator 2002). Hoskins and

Ambrizzi (1993) defined the location of local maxi-

mum stationary wavenumber Ks as a Rossby waveguide

and found that during winter a waveguide with typical

stationary wavenumber 7 (5) occurs along with the

Asian (North Atlantic) jet.

During boreal summer, a circumglobal teleconnection

(CGT) pattern with a zonal wavenumber-5 structure is

embedded in the summer jet, being a major source of

climate variability and predictability in the midlatitude

regions (e.g., Ding and Wang 2005; Wang et al. 2012;

Teng et al. 2013). The CGT pattern can generate local

weather extremes (e.g., heat waves) through the down-

stream effect of Rossby wave. In addition to the global-

scale CGT pattern, previous studies have also focused

on the large-scale meteorological pattern (;103 km)

over the Pacific–North America sector. Li et al. (2014)

investigated the influences of the Pacific–Japan (PJ)

teleconnection pattern, which is characterized by an

extratropical wave train on synoptic scales over the

western Pacific. It is found that the positive (negative) PJ

phase strengthens (weakens) the synoptic variability

over the western North Pacific. Such a summer wave

train pattern over the North Pacific has also been iden-

tified in some other studies. For example, anomalous

heating over East Asia can influence summer hydro-

climate over North America via generating an upper-

level Rossby wave train. In the papers by Zhu and Li

(2016) and Zhao et al. (2018), the time scale of the initial

disturbances traveling fromEast Asia to North America

ranges from several days to 1 month.

Based on previous studies discussed above, the wave-

guide and wave train pattern play a significant role in

triggering the midlatitude weather extremes. However,

some issues remain unaddressed, especially those re-

lated to the connections between time-mean circulation

change and short-time weather change. To understand

such connections, one route is to investigate changes in

the instability properties of a background ‘‘time-mean’’

flow where the instability being examined is believed to

be responsible for spontaneous growth of weather dis-

turbances. Previous studies have applied both modal

(associated with one normal mode) and nonmodal (as-

sociated with growth comprising more than one normal

mode) instability analysis to understand the growth of

disturbance. Simmons et al. (1983) showed that low-

frequency oscillation such as the Pacific–North American

pattern is probably linked to the most rapidly growing

normal mode of observed wintertime-mean flows. Hall

and Sardeshmukh (1998) also found that the fastest

growing normal mode resembles the observed wave train

in midlatitudes.

Nonmodal instability analysis (NIA) has been widely

applied to basic flows (either barotropic or baroclinic)

to examine excitation and growth of perturbations

(e.g., Farrell 1988, 1989; Mak and Cai 1989; Huang

1999; Hakim 2000; Stevens and Hakim 2005; Wolfe and
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Samelson 2008). A disturbance that accumulatively in-

tensifies the most over a specific time interval is named

as an ‘‘optimal mode’’ in contrast to the unstable normal

modes in the modal instability analysis (Mak 2011a,b).

Chang and Mak (1995) investigated the nonmodal

growth of observed intraseasonal disturbances of

winter-mean flows and found that the most pronounced

optimal mode with 1-day optimization time (i.e., inten-

sifying the most in 1 day) has a characteristic time scale

of 20 days and locates over the Atlantic. Borges and

Hartmann (1992) demonstrated, in a divergent baro-

tropic model with the 1985/86 winter flow, that opti-

mal perturbations become more localized when the

optimization time becomes smaller. The dynamics of

winter storm tracks was studied from a linear instabil-

ity perspective and a large number of optimal modes

with optimization time up to 10 days were found in

the midlatitudes (Lee and Mak 1995). It is interesting

to note that the concept of ‘‘optimal growth’’ was also

used to investigate the growth and evolution of

El Niño–Southern Oscillation (ENSO) events (e.g.,

Newman et al. 2011; Vimont et al. 2014), where the

initial conditions characterized by sea surface temper-

ature (SST) and thermocline anomalies are found to

be important in triggering different types of ENSO

events. Most recently, Zhao et al. (2018) applied the

NIA to the summer climatological flow and found that

one of the top optimal modes resembles an intra-

seasonal mode of atmospheric variability in the midlat-

itudes. This optimal mode grows from an initial

disturbance over East Asia and attains its maximum

amplitude around 9 days.

Given the role of nonmodal instability in the excita-

tion of synoptic-scale disturbances, here we try to un-

derstand the changing climate in northern midlatitudes,

characterized by the decline of synoptic variability in

recent decades, in the context of changing instability

properties of the summer background flow. We first

identify the changes in midlatitude summer precipita-

tion and near-surface temperature during the past

40 years. The role of the background flow and synoptic

disturbances in such changes will be investigated by

applying the NIA to the observed summer background

flow in both a barotropic model and a two-level qua-

sigeostrophic (QG) model.

2. Data and methodology

a. Data

The observed monthly mean precipitation rate used

in this study is from the Global Precipitation Climatol-

ogy Project (GPCP), at the resolution of 2.58 in both

longitude and latitude (Adler et al. 2003). This study

also uses the daily mean geopotential height and zonal

and meridional winds from the National Centers for

Environmental Prediction (NCEP)–National Center for

Atmospheric Research (NCAR) reanalysis (Kalnay

et al. 1996), with the same horizontal resolution as the

GPCP data. The daily mean 2-m temperature with a

Gaussian grid is also from the NCEP–NCAR reanalysis.

The results among different reanalysis datasets are ex-

pected to be very similar since we study the long-term

change of the climate in this paper. We have espe-

cially examined the ERA-Interim data for 2-m tem-

perature (Dee et al. 2011). The results obtained from

the ERA-Interim are all qualitatively similar to those

obtained from the NCEP–NCAR reanalysis. The

monthly mean SST and sea ice concentration (SIC)

come from the Hadley Centre Sea Ice and Sea Surface

Temperature datasets (HadISST) at a resolution of 1.08
in both longitude and latitude (Rayner et al. 2003). The

AMO index is available at https://www.esrl.noaa.gov/

psd/data/timeseries/AMO/. The PDO index is available

at https://www.ncdc.noaa.gov/teleconnections/pdo/. The

analyses cover boreal summer (June–August) for the

period 1979–2015.

b. Statistical analysis

In this study, the early and late periods are defined

as 1979–94 and 2000–15, respectively, since 1995–99 is

expected to be a transition period for some low-frequency

modes of climate variability such as Pacific decadal

oscillation (PDO) and Atlantic multidecadal oscillation

(AMO) (e.g., Dai 2013; Stolpe et al. 2017). The composite

anomalies for the early or late period are calculated by

subtracting the summer climatology from the average of

the annual-mean data over that period. The Student’s t

test is applied to examine the significance of composite

anomalies.

This study also measures summer heat waves over

East Asia (308–508N, 1008–1208E) and western North

America (308–508N, 1008–1258W), respectively. Similar

to the detection of hydrological extremes in Zhao

et al. (2016, 2017a), anomalous hot days are first de-

fined at each grid point in the following manner: if

the daily 2-m temperature at the grid point exceeds the

90th percentile for the calendar day over the period

1979–2015, we classify that day as an anomalous hot

day. This classification is performed for all days (1979–

2015) and each grid point over the selected domain.

To identify heat waves having a large regional impact,

we additionally require that for any single day the

number of grid points exceeding the anomalous hot

day threshold must exceed 20% of the total number of

grid points in that domain. Such days are classified as

1 FEBRUARY 2020 ZHAO ET AL . 1179

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 01/26/24 03:59 PM UTC

https://www.esrl.noaa.gov/psd/data/timeseries/AMO/
https://www.esrl.noaa.gov/psd/data/timeseries/AMO/
https://www.ncdc.noaa.gov/teleconnections/pdo/


heat wave days. Finally, the seasonal total number of

heat wave days is computed for each year. The results

obtained for the yearly (summer) hot wave days from

sensitivity experiments (by adjusting detection thresh-

olds) are all qualitatively similar to those presented in

section 3.

The maximum covariance analysis (MCA) has been

widely used to isolate linear covarying (coupled) pat-

terns between two geophysical fields (e.g., Bretherton

et al. 1992; Czaja and Frankignoul 2002; Hartmann

2016). In this study, we apply the MCA to the un-

detrended (detrended) seasonal-mean 250-hPa stream-

function anomaly over the Northern Hemisphere

(108–708N, 08–3608) paired with the undetrended

(detrended) seasonal-mean SST anomaly (208–708N,

08–3608) and SIC anomaly (608–908N, 08–3608), respec-
tively. To reduce the impact of high-latitude grid points,

we apply an area weight (taking the square root of the

cosine of latitude) for the data before the MCA.

c. Nonmodal instability analysis using a
barotropic model

Following Zhao et al. (2018), we apply the NIA for

the barotropic model to obtain disturbances accumu-

latively intensifying the most over a time interval t. We

first compute normal modes associated with the back-

ground flow by applying the linearized unforced non-

divergent barotropic vorticity equation in spherical

FIG. 1. (a) The 308–508N-averaged summer-mean precipitation anomaly (mmday21) averaged for the early (red

line) and late period (blue line) over 1008E–308W. Solid lines are significant at the 0.05 level. (b) As in (a), but for

the 2-m temperature (8C). (c) Summer heat wave days averaged over the western North America during 1979–2015

(solid line). Dashed line is the long-term trend. (d) As in (c), but for East Asia. (e),(f) As in (a), but for RMS of 2.5–

6-day bandpass-filtered 250 hPa streamfunction (m2 s21) and EKE (m2 s22), respectively.
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coordinates [Eq. (4) in Zhao et al. (2018) with a damping

term (2k=2c0) on the rhs; k is the frictional dissipation

parameter]. Previous studies have mentioned the im-

portance of appropriate damping to a dynamic model

(e.g., Hall and Sardeshmukh 1998; Zhang and Held

1999). A total of N normal modes are generated (N is

the total grid points in the selected two-dimensional

gridded field) by solving an eigenvalue–eigenvector

problem. Then, we make use of all the resulting nor-

mal modes as base functions to compute optimal

modes over the optimization time t. Following pre-

vious studies (e.g., Borges and Hartmann 1992; Chang

and Mak 1995; Mitas and Robinson 2005; Mak

2011a,b; Zhao et al. 2018), the intensity of a distur-

bance (measured in terms of energy norm) at t 5 t

is defined as

A(t)5cHDc, (1)

where c is streamfunction perturbation, cH is the

Hermitian of c, and D is a unit matrix. Here we adopt

the norm used in such analyses. Other forms of norms

have also been used before. For example, in studies

of SST variability, the norm has been defined as

domain-mean square amplitude of SST anomalies (e.g.,

Newman et al. 2011; Vimont et al. 2014). After solving

an eigenvalue–eigenvector problem again, a total of N

optimal modes is obtained for each optimization time

t. For a specified optimization time, the optimal mode

with the largest amplification factor (i.e., the ratio be-

tween the intensity of a disturbance at t 5 t and t 5 0)

is denoted as the first optimal mode. The remaining

optimal modes are ordered in the sequence of the

magnitude of amplification factor and are denoted as

the second optimal mode, third optimal mode, and so

on. The full derivation of the NIA for the barotropic

model can be found in Zhao et al. (2018).

FIG. 2. (a) The summer-mean precipitation anomaly (mmday21) averaged for the early period. (b) As in (a), but

for the late period. (c),(e),(g) As in (a), but for 2-m temperature (8C), RMS of 2.5–6-day bandpass-filtered 250-hPa

streamfunction (m2 s21), and EKE (m2 s22), respectively. (d),(f),(h) As in (c), (e), and (g), but for the late period.

Contours are significant at the 0.05 level.
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d. Nonmodal instability analysis using a two-level
QG model

We derive the two-level QG potential vorticity

(QGPV) equation in spherical coordinates starting from

the QG vorticity equation [Eq. (6.71) of Mak (2011a)]

and QG thermodynamic equation [Eq. (6.72) of Mak

(2011a)]. By substituting geostrophic balance and con-

tinuity equation into the QG vorticity equation, apply-

ing the QG vorticity equation for the upper and lower

levels (i.e., 300 and 700 hPa), and making use of vertical

boundary condition, the QG vorticity equation at two

levels could be expressed as

›z
1

›t
1 f21J(Z

1
, z

1
1 f )5 f

v
2

dp
2 kz

1
,

›z
3

›t
1 f21J(Z

3
, z

3
1 f )52f

v
2

dp
2 kz

3
. (2)

In (2), subscripts 1, 2, and 3 refer to the upper, middle

(500 hPa), and lower levels, respectively; J(A, B) 5
(›A/›x)(›B/›y)2(›A/›y)(›B/›x) is the Jacobian (›x 5
r cosu ›l and ›y5 r›u; r is Earth’s radius; andu and l are

the latitude and longitude, respectively). Also, z and Z

are the geostrophic vorticity and geopotential, respec-

tively, with a relation of z5 f21L fZg (L f � � � g is the

Laplacian operator); f, dp, k, and v are the Coriolis

frequency, thickness of the layer, frictional dissipa-

tion parameter, and vertical velocity, respectively. Then,

by applying the QG thermodynamic equation for the

middle level and assuming Z2 5 (Z1 1 Z3)/2, the QG

thermodynamic equation at the middle level is

›

›t

"
f (Z

3
2Z

1
)

(dp)2 S
2

#
1

1

(dp)2S
2

J(Z
1
,Z

3
)52f

v
2

dp
, (3)

where S is the static stability parameter. By combining

(2) and (3), we get the QGPV equation in spherical

coordinates for the upper and lower levels:

›

›t

"
z
1
1

f (Z
3
2Z

1
)

(dp)2S
2

#
1 f21J(Z

1
, z

1
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1
1

(dp)2S
2

J(Z
1
,Z

3
)52kz

1
,

›
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"
z
3
1

f (Z
1
2Z

3
)

(dp)2S
2

#
1 f21J(Z

3
, z

3
1 f )

1
1

(dp)2S
2

J(Z
3
,Z

1
)52kz

3
. (4)

We linearize the above equation and assume solu-

tions for the upper and lower perturbation (note that

z could be replaced byZ through the Laplacian operator

shown above):

Z0
j(l,u, t)5f

j
(l,u)eIst, j5 1, 3, (5)

where f(l, u) is the perturbation amplitude, I is the

imaginary unit, and s is the frequency of oscillation.

FIG. 3. (a) The coefficient of determination R2 for the regression

of precipitation onto EKE. (b) As in (a), but for the regression of

2-m temperature onto EKE. Contours are significant at the

0.05 level.
FIG. 4. (a) The summer-mean 250-hPa streamfunction (contours;

m2 s21) and its anomaly (shading; m2 s21) averaged for the early

period. (b) The difference in summer-mean 250-hPa streamfunction

anomaly (m2 s21) between the late and early periods (the former

minus the latter). (c) As in (b), but for summer-mean 300-hPa geo-

potential height (m). Only significance at the 0.05 level is shown.
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After substituting solutions into the linearized equation,

discretizing the equation, and applying cyclical bound-

ary conditions, we obtain the matrix equation:

sL

�
F

1

F
3

�
5R

�
F

1

F
3

�
, (6)

where L and R are matrices (2N 3 2N) and F1 and

F3 are vectors (N3 1). The intensity of a disturbance at

t5 t is defined asA(t)5ZHDZ, whereZ is geopotential

perturbation. The following procedures calculating

normal and optimal modes are almost the same as those

for the barotropic model [see Zhao et al. (2018) for

details]. The only difference is that the total grid points

are larger (2N) since we combine the upper and lower

levels together. Finally, a total of 2N optimal modes is

obtained for each optimization time t.

3. Results

a. Observed changes in the northern midlatitude
summer climate

Figure 1a shows the summer-mean precipitation anom-

aly averaged over 308–508N during the early (1979–

94) and late (2000–15) periods (similar results are

obtained if averaged over 308–608N). In the Pacific–North

America–NorthAtlantic sector, the precipitation anomaly

is generally positive (negative) for the early (late) pe-

riod, indicating a phase shift of summer precipitation in

midlatitudes (Figs. 1a and 2a,b). The anomaly is signif-

icant at the 0.05 level over East Asia and North Pacific

(such significance could be more easily seen in Fig. 2). It

is also noted that the outstanding negative (positive)

precipitation anomaly around 1508E and 808W for early

(late) period is probably due to the change in the fre-

quency or intensity of tropical cyclones that made

landfall over Japan and eastern United States (e.g.,

Emanuel 2005; Webster et al. 2005). Compared to the

precipitation anomaly, the difference in 2-m tempera-

ture anomaly between the early and late periods is more

significant (Figs. 1b and 2c,d). We additionally calculate

summer heat wave days (i.e., extreme hot days) over the

western North America and East Asia, respectively (see

section 2 for details). Results show that there exists a

significant upward trend of heat wave days for both two

regions, while the trend for East Asia (significant at the

0.01 level) is more significant than that for North

America (significant at the 0.1 level) (Figs. 1c,d). The

results presented above suggest that the midlatitude

summer in the Pacific–North America–North Atlantic

sector is generally becoming dryer and warmer during

the past 40 years.

Synoptic variability is typically associated with fast-

propagating Rossby waves with zonal wavenumber

FIG. 5. (a) Singular vectors for the summer-mean 250-hPa streamfunction corresponding to the first MCAmode

resulting from theMCA between the undetrended streamfunction and SST. (b) As in (a), but for SST. (c) As in (a),

but for the first MCA mode resulting from the MCA between the undetrended streamfunction and SIC. (d) As in

(c), but for the SIC. The number shown in the top-right corner of (a) and (c) is the percentage of the total squared

covariance for the coupled mode.
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greater than 6 (e.g., Coumou et al. 2015). These synoptic-

scale disturbances form the midlatitude storm track

and their passages often bring precipitation and cool

weather to subtropical and midlatitude regions in sum-

mer. As shown in Lehmann and Coumou (2015) and

Chang et al. (2016), low synoptic variability and EKE

result in less frequent cool maritime air masses and de-

crease in cloud cover, favoring persistent heat waves

and drought. Here we quantify the synoptic variability

by computing the root-mean-square (RMS) of 2.5–6-day

Butterworth bandpass-filtered 250-hPa streamfunction

during summer (Russell 2006). Figure 1e shows the

composite anomaly of the RMS averaged over 308–508N
during the early and late periods. The RMS anomaly is

generally positive (negative) over two ocean basins

(significant at the 0.05 level over the North Pacific; such

significance could be more easily seen in Fig. 2) for the

early (late) period, except for some regions over North

America (Figs. 1e and 2e,f), where changes in tropical

cyclone activities might be important (e.g., Emanuel

2005; Webster et al. 2005). When evaluated in terms of

EKE (the summer-mean EKE is based on 2.5–6-day

bandpass-filtered daily winds) (e.g., McCrary et al.

2014; Coumou et al. 2015; Li et al. 2015), the synoptic

variability also exhibits a phase shift, especially over the

two ocean basins (Figs. 1f and 2g,h). The declining

summer EKE is generally consistent with that reported

in Coumou et al. (2015).

To further examine how much precipitation or tem-

perature variability is explained by local EKE change,

we perform a linear regression analysis by regressing

annual-mean summer precipitation and 2-m tempera-

ture onto annual-mean summer EKE. The coefficient of

determination R2 is plotted in Fig. 3 and an F test is

applied to examine the significance of R2 (e.g., An et al.

2014; Harding and Snyder 2015; Infanti and Kirtman

2016). The results imply that around 20%–30% (signif-

icant at the 0.05 level) of the precipitation variability

can be accounted for by EKE over the high latitudes,

eastern North Pacific, and part of North America

(Fig. 3a). For 2-m temperature, the coefficient of

determination above 0.2 is generally over 308–508N.

We thus infer that the observed trend in midlatitude

synoptic variability can at least partly explain the

trends in precipitation and temperature. Also note

that global warming may also be a driver of heat ex-

tremes (e.g., Coumou and Rahmstorf 2012). A similar

linear regression analysis suggests that the connection

FIG. 6. (a) Expansion coefficients for the summer-mean 250-hPa streamfunction corresponding to the first MCA

mode resulting from the MCA between the undetrended streamfunction and SST. (b) As in (a), but for the SST.

(c) As in (a), but for the first MCA mode resulting from the MCA between the undetrended streamfunction and

SIC. (d) As in (c), but for the SIC. The number shown in the top-right corner of (b) and (d) is the correlation

coefficient of the expansion coefficients of the coupled fields.
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between the precipitation and global warming trend is

quite weak, while such a trend could explain more than

30% of the variance of temperature variability over

East Asia and part of the two ocean basins (figure

not shown).

The change in the background flow during the two

periods is also significant. Figure 4a displays the summer-

mean 250-hPa streamfunction and its anomaly for the

early period. The summer-mean upper-tropospheric

streamfunction typically decreases from low to high

latitudes (see the contour). The anomaly field (shading;

significant at the 0.05 level) is characterized by negative

streamfunction anomalies over eastern Europe, the

Bering Sea, and the northeastern Pacific and Atlantic

and positive anomalies over the subtropics of the

Eastern Hemisphere. Since negative (positive) stream-

function anomaly is usually associated with cyclonic

(anticyclonic) circulation anomalies, it can be inferred

that there is a stronger westerly jet over the midlatitude

North Pacific during the early period. It is known that

such a westerly jet can act as a waveguide (e.g., Hoskins

and Ambrizzi 1993; Nishii and Nakamura 2004). The

difference in the streamfunction anomaly between the

late and early period indicates that the late period

anomaly corresponds to almost the exact opposite phase

of the early-period one (Fig. 4b). A weakened westerly

jet may be inferred from the streamfunction anomaly

during the late period and this is consistent with the

findings in Coumou et al. (2015). The background flow

difference for the two periods in terms of geopotential

height at 300 (Fig. 4c) and 700 hPa (figure not shown) is

similar to that of streamfunction.

Previous studies have shown that variations in mid-

latitude summer circulations are likely related to Arctic

warming and decadal-scale SST variability (e.g., Seager

et al. 2010; Mills and Walsh 2013; Cohen et al. 2014;

FIG. 7. (a) Amplification factor for the first 50 optimal modes for the optimization time t 5 1.5 days during the

early period in the barotropic model. (b) As in (a), but for the late period. (c),(d) As in (a) and (b), but for the two-

level QG model.
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Zhao et al. 2017b; Coumou et al. 2018). During the past

40 years, there existed a significant downward (upward)

trend within the PDO (AMO) index, which may reflect

the phase transition of PDO (AMO) that occurred

around 1997–98 (Dai 2013; Stolpe et al. 2017). Following

these studies, we first conduct an MCA for the summer-

mean undetrended streamfunction and undetrended SST

and SIC during the period of 1979–2015 to reveal their

covarying patterns (see section 2 for details). Figures 5a

and 5b display the first MCA mode (MCA-1; which ac-

counts for 69.9% of the total squared covariance) of the

summer-mean 250-hPa streamfunction and SST. The

streamfunction anomaly of MCA-1 tends to occur in

association with a SST anomaly pattern that is a com-

bination of the negative PDO (in the Pacific sector) and

positive AMO (in the Atlantic sector). The correlation

coefficient of the expansion coefficients (time series)

corresponding to the MCA-1 of the streamfunction and

SST is 0.65, indicating a moderate correlation between

the coupled fields (Figs. 6a,b). The correlation coeffi-

cient between the expansion coefficients of SST and

AMO (PDO) index is 0.64 (20.92), much higher than

that between the expansion coefficients of stream-

function and these indices. In addition, the MCA-1 of

the summer-mean undetrended 250-hPa streamfunction

and undetrended SIC shows that changes in midlatitude

summer-mean circulation are also connected to changes

in SIC, with a correlation coefficient around 0.63

(Figs. 5c,d and 6c,d). The correlation between SIC and

AMO/PDO index is generally weaker. When we con-

duct the MCA for the detrended fields, very similar

spatial structures (figure not shown) and a higher cor-

relation (around 0.80) between streamfunction and

SIC could be obtained. The results of the MCA show

that these fields might relate to each other and provide

an observational basis for formulating physical hy-

potheses regarding the potential coupling between the

two fields.

b. Changes in the excitation of synoptic variability
viewed from nonmodal instability perspective

The previous section represents the change in mid-

latitude summer synoptic variability and associated

weather extremes such as heat waves and droughts. In

this section, we further investigate the dynamic origin,

precursor disturbance, and wave propagation responsi-

ble for the observed changes in synoptic variability.

Here we hypothesize that the changing synoptic distur-

bance activities in the two periods are the result of

changing optimal disturbance growth in a changing

FIG. 8. (a) The time evolution [for (top to bottom) t5 0, 2, 4, 6, and 8 days] of the first optimal mode for the optimization time t5 1.5 days

during the early period in the barotropic model. (b) As in (a), but for the late period.
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summer background flow. We will test this hypothesis

by identifying the optimal disturbances through theNIA

applied to the summer-mean flow in the early and late

periods.

We first carry out the NIA in a barotropic model [see

section 2 and Zhao et al. (2018) for details] and consider

summer-mean 250-hPa streamfunction during the early

and late periods as background flows. Previous studies

suggested that a realistic value for the dissipation time

scale k21 in the upper troposphere is about 5 days (e.g.,

Borges and Sardeshmukh 1995; Mitas and Robinson

2005). We set k21 to be 5 days in the barotropic model.

The top three most unstable normal modes are evalu-

ated for early and late periods, respectively. The growth

rates in terms of e-folding time scales for these most

unstable modes are around 4.1 days. They all show a

circumglobal wave train pattern yet bear little similarity

to the structure of synoptic-scale disturbances over the

Northern Hemisphere (figure not shown). It is also

found that the spatial scale of these waves in early period

is larger than those in the late period. To get rapidly

amplifying disturbance within a basic flow, the optimal

mode will be subsequently studied. Given the typical

2.5–6-day lifespan of synoptic-scale disturbances, here

we assess the optimal modes of the summer-mean flow

for an optimization time t of 1–2 days (i.e., close to one-

fourth of the total lifespan). Substantial and consistent

differences are found between the two periods for the

optimization time considered above. In the following

discussion, for brevity, we will show the results for t 5
1.5 days.

Figure 7a shows amplification factors for the first 50

optimal modes for the optimization time t 5 1.5 days

during the early period. The amplification factors de-

crease from the first to the fiftieth optimal mode.

Figure 8a shows the time evolution map (t 5 0, 2, 4, 6,

and 8 days) of the first optimal mode during the early

period. The initial disturbance (i.e., at t 5 0 days) of

the first optimal mode first appears over central and

East Asia [between 208 and 408N; Fig. 8a(1)] and it in-

tensifies the most by t 5 1.5 days. At around t 5 8 days,

the wave train crosses North America and reaches the

Atlantic [Fig. 8a(5)]. For the late period, however, the

initial disturbance appears over centralAsia [Fig. 8b(1)],

and the wave train takes much longer time to reach

North America or even the Atlantic [Fig. 8b(5)].

Such differences between the two periods are likely

due to a weaker westerly jet (which acts as a wave-

guide) over the midlatitude North Pacific during the

late period.

Earlier studies have shown that variance of transients

from multiple short-term integrations of a linear storm

track model could be used to estimate activities of storm

tracks (synoptic-scale variability) (e.g., Branstator 1995;

Gritsun et al. 2008). Here we resort to a similar approach

by considering the evolution in each day (from t 5 0

to t5 8 days; 9 days in total) of each optimal disturbance

as an individual case and compute the variance (RMS)

of the top 5, 10, 20, and 50 optimal disturbances (nor-

malization of the amplitude of each mode has been

applied), respectively, to provide a more objective as-

sessment of the general synoptic-scale variability. Figure

9a shows the difference in the RMS of the first five

optimal modes (i.e., total of 45 cases) between the late

and early period (the former minus the latter). Synoptic

variability quantified in this way shows a general sup-

pression of wave activities during the late period in

northern midlatitudes, especially over the North Pacific.

Similar results are shown for the first 10, 20, and 50

optimal modes (Figs. 9b–d). However, the spatial scale

of these optimal modes is greater than that of synoptic-

scale disturbances. To better represent the synoptic

variability, we adopt a two-level QG model to further

investigate the changing optimal disturbance excitation

during the two periods.

In the two-level QG model, the basic state is the

summer-mean 300- and 700-hPa geopotential (i.e., Z1

and Z3), which is the product of geopotential height

and gravitational acceleration. The static stability pa-

rameter at the middle level S2 is considered as a con-

stant with the typical value of 3.13 1026m2Pa22 s22 for

500 hPa in midlatitude summer. Similar to that in the

FIG. 9. (a) The difference in theRMS of the first 5 optimalmodes

between the late and early period (the former minus the latter) in

the barotropic model. (b)–(d) As in (a), but for the first 10, 20, and

50 optimal modes.
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barotropic model, we set dissipation time scale k21 at

300 hPa to be 5 days. For 700hPa, considering the to-

pography effect and land–ocean difference, we set the

dissipation time scale to be 3 days over the ocean and

1.4–3 days over the land [the higher (lower) the summer-

mean surface pressure is, the larger (smaller) the dissi-

pation time scale is]. For example, the value for the

Tibetan Plateau (with very low surface pressure) is

around 1.4 days, indicating a very strong damping effect

there. The e-folding time scales of the topmost unsta-

ble normal modes in the two-level model are around

1.5 days. The spatial structures of the normal modes for

the early and late periods are similar, with a large-scale

dipole structure over the Eastern Hemisphere at upper

levels and small-scale disturbances over central Asia

at lower levels (figure not shown). Following the NIA

in the barotropic model, we still compare the optimal

modes of the early and late periods when t 51.5 days

(similar results can be found when t ranges from 1

to 2 days).

Figure 10a shows the time evolution map of the first

optimal mode at 300 (shading) and 700 (contours) hPa

during the early period. When the wave train and asso-

ciated energy propagate downstream, troughs/ridges

leading the wave train also move eastward and some

falling behind just dissipate. After t 5 4 days, the opti-

mal disturbances at the two levels become more baro-

tropic, even attaining a slight eastward tilt, which is

largely consistent with the life cycle of baroclinic

eddies. The fast-propagating wave train extends through

North America to the Atlantic at around t 5 8 days

[Fig. 10a(5)]. The optimal growth for the late period is

mainly confined in the North Pacific (Fig. 10b), which is

similar to the results in the barotropic model (Fig. 8b).

Compared to the first optimal mode in the barotropic

model, the one obtained in the two-level QG mode has

a smaller spatial scale, closer to the synoptic-scale

waves. Figure 11 displays the difference in the RMS of

the first 5, 10, 20, and 50 optimal modes (their spatial

scales are closer to synoptic scale), respectively, between

the late and early period (the former minus the latter).

A suppression of wave activities is shown over the

North Pacific and North Atlantic (albeit with some in-

consistency in Fig. 11a), generally consistent with the

finding in the observation. These results highlight the

importance of the changing summer background flow

in contributing to the observed changes in synoptic

variability and suggest that nonmodal growth in a

changing background flow is at least partly responsi-

ble for the observed changes.

FIG. 10. (a) As in Fig. 8a, but for the first optimal mode for the optimization time t5 1.5 days at 300 hPa (shading) and 700 hPa (contours)

during the early period in the two-level QG model. (b) As in (a), but for the late period.
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4. Summary and concluding remarks

This study investigates the dynamical processes po-

tentially responsible for long-term changes in the boreal

summer synoptic variability in the northern midlati-

tudes. Over the past 40 years, the northern midlatitude

summer is becoming dryer and warmer in the Pacific–

North America–North Atlantic sector, partly driven

by the declining synoptic variability, especially over

the North Pacific and North Atlantic. The correspond-

ing changes in the summer background flow are char-

acterized by weakened westerly jets in the northern

midlatitudes. An MCA applied to the summer-mean

flow and North Pacific/North Atlantic SST and Arctic

SIC reveals the potential connections between the ob-

served mean-flow change and phase transition of the

PDO/AMO as well as the changing SIC in recent

decades.

AnNIA of the summer-mean flow for the early (1979–

94) and late (2000–15) periods suggests that the decline

of synoptic variability in the late period can at least

partially be explained in terms of the changes in the

properties of optimal disturbances that intensify the

most over a 1–2-day interval. This result is confirmed by

both a barotropic and a two-level QG model, with the

two-level model successfully simulating the typical spa-

tial scales of midlatitude synoptic waves. Specifically, in

the two-level model, the precursor disturbance of the

leadingmode appears over central Asia and East Asia in

the early studying period, whereas that in the late period

is mainly confined in the North Pacific. The model syn-

optic variability associated with the top (up to 50) op-

timal disturbances also indicates a suppression of wave

activities in northern midlatitudes during the late pe-

riod. These results suggest the importance of changing

summer background flow and the associated nonmodal

instability properties in helping understand long-term

changes in summer synoptic variability.

One caveat of the current study is that the results of

nonmodal instability analysis could depend on the ex-

act form of the norm used to measure the strength of

the disturbance. We are currently investigating such

sensitivities. Future analyses may also include an ex-

amination of the excitation of synoptic variability in a

predicted background flow associated with ongoing

global climate change. Finally, changes in latent heat-

ing within synoptic-scale disturbances associated with

global warming and increased atmospheric moisture

content could play an important role in determining the

overall trend in local activity of such disturbances (e.g.,

Emanuel et al. 1987; Held 1993). The potential role of

latent heating change is worth exploring in the future.
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